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1 Introduction

This document contains examples and exercises for the odlhARC Middleware.

A printed copy of NorduGrid/ARC User Guide should be used lom $ide with this document.
It is usually provided in the tutorial sessions, but it iscatssailable on the web dtt t p: // www.
nor dugri d. or g/ docunent s/ user gui de. pdf .

The Unix command prompt is represented with the dollar sigshtaxt which should be entered by
the user is written in typewriter font as follows:

$ command

Please don't feel restricted by the order of how examplesaBctises are presented — explore, edit
the xRSL files, try out different commands and parametersashkdjuestions.

2 Getting started

Basically, a user needs an Internet connection, a web brptigeNorduGrid/ARC User Guide, the
NorduGrid User Interface (Ul) client software, and gridntly, i.e. user certificate. In tutorials client
software and temporary tutorial user certificates are bspat-installed. If the client software is
installed from the standalone package the Ul is initialjzed the Ul commands are added into user’s
$PATH, etc., by sourcing the setup script:

$ cd nordugrid-standal one-0.4.5
$ source setup.sh

If you are going through this excercise by yourself, you cad the instructions how to install client
software and obtain certificate from NorduGrid website amapters 3 and 4 of the user guide. Be
prepared that obtaining the personal certificate may takeekw

The tutorial examples are available as a tar package. Dadrdad uncompress them with:

$ wget http://staff.csc.fi/juha.lento/grid/tutorial-2005-08-17/
NG\N2005 NorduGrid _Tutorial exanples.tar. gz
$ tar zxvf NGN2005 NorduGrid_Tutorial _exanples.tar.gz

The examples are in directories

dynani ¢
hel | ogri d
povray
static
transfers



3 Getting information about the resources in NorduGrid

NorduGrid computing clusters and file servers publish imfation about their available resources
using LDAP servers. Contact information to these LDAP sexve collected into the Nordugrid
Information System. Although LDAP servers servers can loegd using dapsear ch command
line tool, it is much more convenient to access the inforamathrough NorduGrid Grid Monitor’'s
web interfaceht t p: // www. nordugri d. org/. Click on the “Grid Monitor” link at the top of the
page. NorduGrid Information System does not require atitegtion, and all information in it is
public, so go ahead and see what's going on!

The main view of the monitor shows currently connected cdinguesources. Most of the elements
are links, clicking on them opens a new window giving mor@infation of that particular resource.

For example, click on a cluster name to view more informa#ibout that cluster, on the process bar
to view more information about jobs running on the clustér, @he main view also has small icons

to open windows to userbase, storage resources and geaareth $ool. More detailed description of

the grid monitor is in the chapter 10 of the User Guide.

Exercises:
e What is the processor type in the Monolith cluster in Sweddo® much memory is installed
in the nodes?

Which version of NorduGrid software and which runtime eomiments are installed in the
Aalborg cluster in Denmark?

On which clusters is user “Aleksandr Konstantinov” authed to run jobs?

Which Storage Elements have more than a terabyte of freespgete?

Check information about your tutorial identity. Where aceiyauthorized to submit jobs?

4 Logging in into the grid

User certificate is usually stored in direct@yOVE/ . gl obus in file user cert. pemand and the cor-
responding private key in filaser key. pem You can view information about the certificate with
commandyri d-cert-info.

“Logging in” with
$ grid-proxy-init

creates a temporary access token called proxy, which isgied in detail in the section 4.2.1 of the
user guide. Grid services can act on the behalf of the usgramibng as the proxy is valid. Actually,
anybody holding the proxy can act as the user, which is whg/ ghigle sign on and access rights
delegation scheme can be said to imply limited time inséguri

Exercises:

e Print the certificate in text form by typingy i d- cert -i nf 0. What is your identity in the grid?
Who has signed the certificate?



e Logging in to the grid actually means creating a temporarmess token called grid proxy.
See what the proxy file looks like. Print information of youopy in clear text by typing
grid-proxy-info. How long is it valid?

e How do you extend the validity time of the proxy?

5 Submitting a simple job

Take a look at fildnel | ogri d. sh. Itis a simple shell script which writes “Hello Grid” on theasdard
output and sleeps for a while before returning. You can tmytoit locally by typing

$ ./hellogrid.sh
The job description file to submit this script to the grich& | ogri d. xrsl :

& (execut abl e=hel | ogri d. sh)
(stdout=hel | 0. out)
(stderr=hello.err)

(gm og=gri dl og)
(architecture=i 686)
(cputinme=10)

(menor y=32)

(di sk=1)

Try to submit the job to NorduGrid:
$ ngsub -d 1 -f hellogrid.xrsl

Commandhgsub takes a while to complete as Ul first contacts the root infeionaserver, asks for
clusters connected at the moment and then queries all thialdeaclusters individually for their
attributes etc. Optional flagd 1 in ngsub command let’s you view the progress of this procedure.

Ul selects suitable host for the job based on the informatian it gathered from the clusters. Then
it parses the xRSL job description and sends it to the selattester possibly along with the input
files that are stored locally in the Ul client machine. Whemjtib is submitted, you should receive a
message such as

Job subnitted with jobid
gsi ftp://benedict.aau. dk: 2811/ obs/ 2837896291031006429

In this case, the job was submittedbemedi ct . aau. dk in Denmark and the ugsi ft p: / / benedi ct.

aau. dk: 2811/ j obs/ 2837896291031006429 is the reference to the job. The last part is a session di-
rectory chosen randomly by the target system. It is possibtsheck the status of the job using the
ngstat command:



$ ngstat gsiftp://benedict.aau. dk: 2811/ obs/ 2837896291031006429
Job gsiftp://benedict.aau. dk: 2811/ obs/ 2837896291031006429
Jobnane: hellogrid
Status: FI N SHED 2004-03-29 16:15:18

In this case the job has been successfully completed. Qtmpsthat the job may be in are described
in the NorduGrid User Guide. Retrieve the results by typing

$ ngget gsiftp://benedict.aau.dk: 2811/ obs/ 2837896291031006429

This downloads the result files and some statistics in thectliry 2837896291031006429. Take a
look at the output (filest dout andstderr anddi ag file in thegri dl og directory. What can you
see?

Notice, that we made no reference to which cluster the jollghgo. If you would like to specify the
cluster (or exclude some), it can be described in the xRSlofittn the command line:

$ ngsub -f hellogrid.xrsl -c kivi.csc.fi

Exercises:

e Submitting the job with commanthysub -d 1 -f hellogrid. xrsl shows information about
the submission process. What more info is available wdth2?

e Specify ajob name by adding lii¢ obnane=hel | ogri d_your _nane) to the filehel | ogri d. xrsl .
Submit the job again. Now you can refer to the job with the némstead of session name url
when usingngst at andngget commands.

e Submit some more jobs and try commangdgi | | andngcl ean.

6 Simple file transfers

The set of excercises in this section demonstrates the usipfe file transfer tools in NorduGrid
ARC middleware. Here “simple” means point-to-point filenséers in which the file locations are
explicitly specified by the user. Simple file transfers canime using interactive tools, such as
gsincftp. File transfers can also be initiated from the client sidentpyub or from the server side
by grid-manager as described in the job description. This@®edoes not cover more advanced data
management and indexing services, such as Globus RLS, &Rbplica Catalog or EGEE/gLite
Fireman. Data management is discussed in User Guide'sart@pt

In the simplest case all the input files for a job are submiftech the local machine running user

client software along with the job description xRSL file, ahé results are downloaded from the
computing resource’s session directory to the local clieathine by the user. The examples in the
previous section use this model.

The session directories are kept on the computing resofwceslimited time only, usually at least
for 24 hours. Client machines could be laptops etc., and areeécessarily connected to the grid
when the jobs finish, so the grid-manager does not transardarectly back to the client machine.
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Figure 1: Simple file transfers initiated by Ul and user.

Persistent storage areas (file servers) which are conthw@oennected to grid and can accept the
output of the jobs automatically are called storage eleméSiE).

Storage elements can be accessed interactively. Let'$ifidsa SE, using Grid Monitor, in which our
tutorial identity is authorized. Add

(outputfiles =
("hello.out" "gsiftp://sel.ndgf.csc.fi/ndgf/tutorial/<dirname>/hello.out"))

to thehel l ogri d. xrsl file from the previous section. Open a connection to the SEcaedte a
directory<di r nane> for yourself:

$ gsincftp gsiftp://sel.ndgf.csc.fi/ndgf/tutoria
$ nkdir <dirname>
$ quit

Now, when you submit thael | ogri d. xrsI example the output filet dout . t xt is automatically
moved to the specified destination by the grid-manager #fésjob has finished. If proxy has expired
before the job finishes, the file transfers from the compuélggnent to SE fail and the output files
stay on the computing element.

File permissions on SEs can be controlled by several scheBasscally the question is about how to
map grid identities and permissions to local unix login acts and file permissions. In this example
we discuss the Grid Access Control List (GACL) scheme. IMGAEL scheme each file and directory
is accompanied by the GACL file describing the grid accessissions. You can view the content of
the GACL file with

$ ngacl get gsiftp://sel.ndgf.csc.fi/ndgf/tutorial/<dirnanme>/<filenane>

Changing the permissions involves changing the GACL fileis ™an be done using ARC Ul tool
ngacl .

There are a number of options controlling the file transfeelit such as file caching and file encryp-
tion. Please refer to the section 7.1.1 in the User Guide.

Excercises:
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Figure 2: Simple file transfers initiated by Ul and grid-mgea

e Also excecutables and other input files can be downloadetigacomputing resource from
storage elements prior to the execution of the job. Mwild ogri d. sh to a SE and add corre-
sponding nput fi | es attribute to thehel | ogri d. xrsl file. Submit the job.

¢ Nothing in principle forbids one to install NorduGrid filerser on the client machine, to make
it act as a private SE, which stores files with local user agtparmissions directly. It would
make a nice excercise, but it probably takes a bit more tirag th available in usual tutorial
sessions.

e Try ARC Ul command line toolsgls, ngrenove (ngrnj, ngcopy (ngcp) in place of
gsincftp.

e How do you find out what access control scheme a SE uses? HiattHg Grid Monitor Search
tool.

e Usually the SEs are configured so that only the creator of théhfis any permissions on it.
Give a read access to the directory you created and to oneuoffij@s in the SE to someone
else in the tutorial session.

e Where did you find documentation about GACL? ;-)

7 Statically linked executable

This example demonstrates how to run a simple serial cortipntan the grid. The application is a
first-principles real-space electronic structure progcaaulating the electronic structure of the CH4
molecule. Thanks to Tuomas Torsti for providing the examplethis case the (statically linked)
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executable is submitted to the grid as one of the job input &iled no reference to Runtime Environ-
ments (software packages installed on the target clusteBquired. Basically we request a single
i386 compatible PC.

Go to directory containing the material:

$ cd static
$1s
CH4_LUCKY. xrsl  INPUT potentials rspace-0.81_i386-1inux_SERI AL

The job description is in the filéH4_LUCKY. xr sl :

$ cat CH4_LUCKY. xrs

&( execut abl e=rspace-0. 81 i 386-1inux_SERI AL)

(JobNane=CH4_LUCKY)

(inputFiles=(INPUT "")
(potentials/C"")
(potentials/H""))

(output Fil es=(energies "")
(forces "")
(WAVES 1 "")
(POTENTI AL ""))

( CpuTi me=10)

(menor y=64)

(di sk=10)

(stdout=stdout.txt)

(stderr=stderr.txt)

(gm og=debugdi r)

(] (architecture=i 386)

(architecture=i686))

First line defines the name of the executable. If it is not #j@ecin the list of input files, it is
automatically appended there. Edit the job name f@bih LUCKY to CH4_LUCKY_YOUR_FI RST_NAME
so you can differentiate the instance submitted by you fioenothers in the tutorial more easily.

Read from the User Guide how the location of the input andwddties is resolved. That can be tricky
with all the available locations...

Next some of the requirements for the job are specified, ddhkaiser interface can select a suitable
platform (cluster).

Submit the job!

$ ngsub -f CH4_LUCKY. xrsl

| NPUT- > NPUT 1s: 0 kB 0 kBl's 0 kBI's
rspace- 0. 81_i 386-1 i nux_SERI AL- >r space- 0. 81_i 386- | i nux_SERI AL 1s:
rspace-0. 81 i 386-1inux_SERI AL->r space-0. 81 i386-1inux_SERI AL 2 s:

C>C 1ls: 0 kB 0 kBI's 0 kB/'s
C->C 2 s: 64 kB 31 kB/'s 32 kB/'s
H >H 1ls: 0 kB 0 kBI's 0 kB/'s

Job subnitted with jobid gsiftp://ingvar.nsc.liu.se:2811/jobs/7009965451436415513
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Monitor the job withngst at and when it is finished, fetch the results witfget .

Excercises:

e Specify three alternative clusters as accepted targetei@H4 LUCKY.xrsl file. Try submit-
ting the job. (Hint: Use theci ust er ” attribute, see the User Guide for details.)

e Can you store a list of preferred/discarded clusters in arsépfile and give that list tagsub?

e Add a “noti fy” attribute in the XxRSL file to receive email notifications objstatus changes.
See the User Guide for details.

¢ If one does not retrieve or clean finished jobs from computagpurce, resourse cleans them
by itself after some time. However, Ul “remembers” thesesjahd when runninggst at - a,
it complains about jobs that are not found. Ul’s list of sesttg can be refreshed from the
Information System wittngsync, which is useful also if one is moving from a machine to
another. Where does Ul save the IDs of the submitted jobs?

8 Dynamically linked executable

In the previous example the executable was a staticallgtiiknary. Running such binaries requires
that the job goes to machine with suitable architecture.héf éxecutable is dynamically linked, a
successful execution of the job also requires that all teeseary libraries are available. This is can
be achieved in at least two ways. The first is to submit liesaand the linker (1) as input files — a case
which is quite close to submitting statically linked binafyhe second option is to install libraries on
the computing resource and advertise them in the Informaigstem using Runtime Environments.
This section demonstrates the use of the first approach.

Below is a wrapper script for a laminate structure optimaratun

#!'/bin/sh -v
#$ -cwd

export ELMER HOME=.

tar -p -z -x -f unchangebl es.tar. gz

1liblld-1inux.so0.3 --library-path "./lib" ./El merSol ver
and the corresponding job description:

&(rsl _substitution = (SEDR
"gsiftp://sel.ndgf.csc.fi/ndgf/tutorial/dynamc" ))

(j obName = "elnmer" )

(executable = "wrapper.sh" )

(inputfiles = (wapper.sh "" )
(lam nate.opt "" )

(Shell.sif "" )



(unchangebl es. tar.gz $(SEDI R)/unchangebles.tar.gz ) )
(executables = lib/ld-1inux.so.3

l'iblelements. def

El mer Sol ver 1ib/ld-Iinux.so.3

lib/libc.so.6
[ib/libcxa. so.3
lib/libg2c.so.0
[ib/libSolver.so
Shel |')
(outputfiles = (layup.opt "" )
("rmrt))
(st dout = stdout.txt )
(stderr = stderr.txt )
(gn og = logs )
(cache = yes )
(di sk = 150 )
(cpuTine =3)
(] (architecture = i686 )
(architecture = i386 )
(architecture = x86_64))

This job description directs grid-manager to download gi$dr tar packagenchangebl es. tar. gz
containing linux loader, executable, and the requiredalies. Shell wrapper untars the package and
runs the executable with specified library path.

Excercises:

e One can monitor the progress of a job while it is running wighat , which prints the standard
output of the job. Try it. Quite useful.

9 Using a Runtime Environment

Runtime Environments provide a means to make software paskiastalled at the systems available
on the Grid. Users can specify in the job description file thapecific runtime environment needs to
be present in the target system. That avoids the need to Berattual application binary as part of
the computation: only input files need to be sent.

The following tiny script and job description file can be usedender an image using the Persistence
of Vision Raytracer (POV-Ray) tool.

File runpov. sh:

#! /bin/sh
povray $@

File povrayj ob. xrsl :
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&( execut abl e=runpov. sh)

(arguments="-d -Ws40 - H480 skyvase. pov")
(stdout="pov.out")

(stderr="pov.err")

(g og="10g")

(j obname="povr ay- skyvase")
(runtimeenvironnent =ADD_A SU TABLE_RE_HERE)
(cputinme=10)

(inputfiles=(skyvase.pov ""))
(outputfiles=(skyvase.png ""))

Exercises:

e Take a look at the Runtime Environment Registryhatp: // ww. csc.fi/grid/rer/ and
find the most recent runtime environment to run POV-Ray jdbsdify the job description file
accordingly and submit the job. You can also try differermapaeters for rendering.

e Which clusters have some version of the POVRAY runtime emrirent installed? Extend the
job description file so that also older versions of POV-Rayacepted.

e Try rendering some of the other images and scenes in thepsutalirectory. Some of them
require more than one input file and are placed in separagetdiies.

10 Creating complex jobs

Real jobs normally send several subjobs to be executed oB1ide One job shouldn’t be too long
to avoid losing a lot of time in case of job failure (besidegsinsites have a maximum time limit in
the queue) but it shouldn’t be too short either to reduce teet®ad resulting from submitting the job
and retrieving the results.

Depending on the type of problem, the user sometimes neexiditta large computation into smaller
parts and later combine the results, and sometimes groupamgutations into larger chunks. This
exercise presents both approaches.

The following script uses POV-Ray to render three imagesagab.

#!1'/bin/sh

povray -d -ochair.png chair. pov
povray -d -odrink.png drink.pov
povray -d -oegg.png egg.pov

Exercises:

e Write a job description file to run the job. Submit it and rete the results.

e Look at the execution time in the log files. Was the lenght efjtib suitable to be efficiently
executed in the Grid?
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The following job description file and wrapper script usesvHRay to render a five frame animation.
The parameterkf f specifies the number of frames, parameter specifies clock value for the initial
frame of the animation and paramet&f specifies the clock value for the final frame of the animation.

Filefractal zoom part 1. sh:

#!/ bin/sh
povray -d -kff5 -ki0.00 -kf0.08 -ofractal zoompartl frane fractal zoom pov
tar czvf fractal zoompartl frames.tar.gz fractal zoompartl_frane*. png

Filefractal zoom part 1. xrsl:

&(execut abl e=fract al zoom part 1. sh)
(stdout="fractal zoomout")
(stderr="fractal zoomerr")
(gm og="10g")
(j obnane="povray-fractal zoont)
(| (runti meenvi r onment =APPS/ GRAPH POVRAY- 3. 6)
(runtinmeenvironnment =POVRAY- 3. 5))
(cputinme=10)
(inputfiles=(fractal zoompartl.sh "")
(fractal zoompov ""))
(outputfiles=(fractal zoompartl franmes.tar.gz ""))

Exercises:

e Try to submit the job and see what kind of result files are pcedu Among other files there
should be a tar package containing five images. Watch thé essan animation by extracting
all the images in the same directory running the commneanaat e - delay 50 *. png.

¢ Write additional jobs and description files for renderingpseguents parts of the animation for
time periods 0.10 - 0.18, 0.20 - 0.28, 0.30 - 0.38 and 0.408.0Change the filename format
specified by o option in the wrapper script slightly to produce differem¢fiames in each run.

e Multiple jobs can be described in single job description fild submitted with one ngsub
command. This saves some time because then ngsub goeshthhaulist of available hosts
only once. Combine the five XRSL files of the previous excertit one xRSL file and submit
the job again.

To see a bit more complicated wrapper script to split a POy-&&ne to several parts, submit them
in the grid and automatically fetch and combine the resldtsk at Leif Nixon’s example aft t p:
[ www. nsc. |'i u. se/ ~ni xon/ ng- povr ay/ .

11 Submitting your own application

You can also try your own application to NorduGrid. It is e&siif you have a statically linked
executable (compiled for Linux x86 platform) which does nequire any software to be installed
beforehand in the target cluster. Write a job descriptianditd submit the job, monitor the progress
and fetch the results.
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